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ABSTRACT

It is a clear fact that the ingress of the curngineless multimedia networks requires optimizatmased on the
QoS degradation it is experiencing. The classiglsibuffer sharing scheme (SBSS) recommended faiegs networks
is limited by its delay and it is characterized &yigh packet congestion. Practical wireless nétsvsuch as the GSM,
GPRS and UMTS require effective radio resourceisachemes, which meet users demand. This pappoged two
parallel buffer resource sharing mechanisms; tlaicSParallel Sharing Scheme (SPSS) and the PoiSsatic Parallel
Sharing Scheme (PPSS). This work developed, modatetisimulated analytical expressions for the PR®ESPSS, and
these models were compared with the existing SBE®8mse. The simulation results demonstrated thatSP&fsl SPSS

strategies are absolutely better than SBSS in tefrocking probability, delay and delay variation
KEYWORDS: Buffer resources, PPSS, SPSS
INTRODUCTION

The explosive load surge experienced by the ptesehile and wireless communication networks, wsapport
a large number of users with flexible load requigets, is worrisome. The increasing demand for eg®icommunication
resource by users is the primary source of corges@ongestion is problematic in a wireless radivise. It is mainly
caused by heterogeneous requests, which may blvedsby heterogeneous service schemes. Heterogerssjtiires
integration, coordination and management of thectfonality of wireless radio resources (WRR) [1,2,4, 5, 6, 7].
The WRR consists of the switches, buffer and servéommunication experts employed several techgifpreallocating
scarce radio resources efficiently and optimall}; ["hese techniques are focused on the radio arel access points.
Radio and core access methods projected by resgarale yet to meet the demands of users [8]. Tbhenaulation of
traffic at the ingress of a node forces networkrafmes to dramatically increase the capacity ofrthetworks to match
users’ requests [9]. The implication is that useesy be required to compete for resources whendbaest demanded

exceeds the service capacity of a wireless network.

Allocating the correct service rate expected ttivde a high performance metric to both non-reahdiand
sensitive real-time applications is a critical res® allocation problem. This is as a result of adkerwhelming nature of
requests. In addition, the radio service processiigect to interruptions, such as breakdown o¥essr scheduled off-

periods, non-optimal assignment and coordinatioresburces etc. [10]. Some existing methods emgléyeesolve the
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explosive traffic demands, which overwhelmed resesy include network resource scaling and optinumatand the
introduction of heterogeneous micro base statiahsdrared channel allocation [9, 11, 12, 13, 14kdrece aggregation,

sharing and reservation produce less blocking aaiting compared to when they operate individually,[16, 17, 18].
DYNAMIC THRESHOLD SCHEME

Congestion, may render wireless telecommunicaggnurces ineffective. It causes unbalanced déiayughput
degradation and resource overload. Occasionalligaitls to blocking of packets in a wireless netwfr®, 20, 21].
Mixed packets, such as voice and data, constih&etimary source of congestion. Thus, understanda) the influence
of overload on the resources; (b) the switchinggiples and the operational functions of the wissllinks; and (c) the
buffer management scheme is essential in improthegquality of service (QoS) of a wireless netwf#R, 23, 24, 25].
The queueing delay and the fluctuation in delaya afroup buffers or servers are two paramount kefitguindicators
(KQIs) when considering the management of congestica digital system. Researchers utilize bothdtagic threshold
schemes (STSs) and the dynamic threshold scheni&3sjo regulate packet requests [23]. A detaill\siof the STS is
presented in [23, 26].

Popular DTSs include the dynamic buffer sharingestes (DBTSs). The DBTSs guarantee a full utiliranf
network resources and they provide a balance betigedation and efficiency [23]. Most practical DB3 require just a
gueue, a counter, comparators and a shift regiatdigh threshold results in unfair sharing of nes®s, whereas a low
threshold results in an excessively unused buffting spaces in DBTSs [27, 28, 29, 30, 31]. Thgomimitation of a

DBTS is the complexity of its algorithm and the gaitation of the packet management process [28, 31]

Pushout queuing scheme (PQS) is a DTS, which pustiea lower priority packet from a buffer in favaof a
higher priority packet when the threshold is exeeedt minimizes packet loss and maximizes throughdowever, it is

difficult to manage [32].

Dynamic Partial_Sharing/Partitioning Threshold &dle (DP/PTS) is a combination of two STSs confidure
function as a DTS mechanism. The two STSs areCtmaplete Sharing Scheme (CSS) and the Completd&idtanig
Scheme (CPS). In the DP/PTS mechanism, a portigheokntire buffer pool is shared among inactivgpouwhile the
unused part is partitioned among the active outpygort is said to be active if its queue lengthaiger than the ratio of
the total of the total buffer size to the total raenof output ports [27]. The DP/PTS is an effitiand a fair DTS scheme.
Nevertheless, it has an overwhelming task of id@ntj and expunging the longest packets from parajueues.
DPP/PTS is also difficult to implement in a mulpiege priority queueing system [27, 33]. Dynamic Gaieontrol
Threshold Scheme (DQTS) is employed in sharingd pbbuffers between packet voice and data. Thd B®locks data
request from entering a reserved buffer space \ithparceives that the entrance of such packetoailise the threshold to
be exceeded. It is limited by excessive used bufbaces [33, 34]. However, it guarantees a bettiferbutilization than

the DQTS. It establishes a common threshold fathallqueues in the pool of buffers [30].

The Service-class Buffer Threshold Scheme (SBES) DTS. It comprises the input terminal, a schadu
buffer and a buffer controller. The SBTS aggregateskets in a common pool of buffers and routemttdgnamically to
different service classes with the help of paclentifiers. It maintains and retains the link betwehe service class and

the buffer, depending on when the packets are sefidly delivered [28].
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Dynamic Window-based Threshold Scheme (DWTS) trétsrs send packets to receivers without waitiog f
acknowledgement. It consists of a window controlfgC) and a traffic controller (TC). The WC exeauitthe
Additive-Increase-Multiplicative-Decrease (AIMD)giocol among the source node. The TC scales theofahe window
and stabilizes the varying traffic pattern from dwirces as well. When there is a buffer overflthe, TC calculates the
duration of the multiplicative-Decrease (MD) phasel the scale parameter and sends it to the WCWMeén response
adjusts its window size [35]. This work proposes tmew static Buffer threshold schemes, which cdnddemployed as
DTS schemes for voice and data packets. The mainsato introduce schemes which can handle corgestielay and
delay variation projected for the current wirelestworks. To this effect, this paper developedftil®ewing analytical
QoS expressions for the PPSS and SPSS mechanisnQd® expressions are the: (a) blocking probghiRB); (b)
expectation of packet length (E[LQ]); (c) delay DB, (d) variance (V[n]) and (d) delay variation [[®/]).
The QoS is evaluated graphically and analytic#ilythe end the results of both the PPSS and th&SiP&Scompared with
the SBSS.

MATHEMATICAL METHOD

Figure 1 is the Markov transition rate Probabilityodel of the PPSS implemented on a GPRS radio.
It was adopted from the previous work of the resleans in [26]. A detailed transition rate probapithain of the SPSS is

also in [26]. The states of the parallel storagdifg are formulated from Poisson assumptions \utstate that:
» Only one packet is selected at a small intervainoé¢ by the PPSS.
e Activities in each of the queues are independent
» Parallel servers and storage facilities are inddpetly and identically distributed
* The length of the queues and the capacity of thecgefacilities are finite
*  The setup (switching) time between queues are gibtgi
» Selection of two or more queues by the PPSS schatnaesmall interval, is prohibited

e The queue lengths of the queues are equal.
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Figure 1: Markov Transition rate Probability Chain of a GPRS Radio Model

The QoS expression of the GPRS radio resource eigeldped based the assumptions stated above.
The principle of network traffic equilibrium, astag that the sum of inflow rate is equal to thensof outflow rate is also
applied to the Markov chain. From it, the state$ifion probability of the service facility is deeid. Equations (1-5) are

the mathematical expressions of the state of thaécsefacilities.

State: Transition Rate Probability

[0]: AR =R o Ay - - - - - - - - 1)
L] 1 /1 0

(L ap, +2up, = AP+ P P, = [2] > T @

[2] AP+ 3Py = AP, + 2P,; Py :[2J % - B - - - - 3

[C-2]: AP +(C-DuP. = AP, +(C-2)uP, - ) - i} B - 4)

[C-1: AR, +Cub, = AR, + (C _1),L‘P c1 - - - - - (5)

By solving the equations recursively, the traonsitprobability of the state (C-1) can be expressed

(AT R (6)
e (y] c-1)

This work labels the transition states of the paraueues by the notations [C-1], 2[C-1], 3[C-M]C-1].
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Similarly, the transition probability of the "hparallel queues is written as,B:- The solution of the parallel queue is
influenced by states C-1 and C, respectively, andraber of queues occupied by the packets. Theretoe solution of
each queue is performed recursively beginning fstate [C-1]. For the first parallel queue, the klog probability of the
first queue is formulated from the chain by equagi¢/-16).

State:  Transition Rate probability
[C-1: AR, +Cu = AR +(C-Dii,

from which P, = A P - - - - - - - - @)

Cu c1

By substituting equation (6) into equation (7),

Cc-1 C
P :L* d * PO — d *& - - - _ _ (8)
© cu \u c-1 \u) c
Similarly, the state transition probabilities ¢tdites [C] — [C+2] are given by equations (9) — (11)
C+l
[C]Z PC+1 = L PC = (/]j PO - - - - _ _ _ (9)
Cu 7] c*Cl
C+2
[C+1]: IDC+2 = i PC+1 = i zi B B B - - - (10)
Cu 7] C*Cl!
C+3
[C+2] PC+3 = i PC+ = i 3P0 h - - - - - (11)
Cu 7] c°*Cl

By applying the principle of mathematical inducticthe transition probability of state [C+k-1] issplved

computationally and the result is shownin equafid?).

C+k
N R ] ] ) ] ] ] ]
[C+k-1]: P.,, _[/—J RS (12)

Also, the blocking probability of the second (r@yvto the il parallel queue (row m) are expressed in equations
(13)—(16) as:

C+k
2[C+k-1]: po=[A] R - - . - : - : (13)
C+k /J (zc)k * 2C|
C+k
S[Ck-1): Powc = (SCEO)k*SC' R - - - - - - (14)
. C+k
m[C+k-1]: Powk = (mcll;k *mC1 Po ) ) B ) B B (15)
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By substituting n=C+k and =Cpinto equation (15)
U

5 :m”'% ' . . - - - - - (16)
o lp) (mc) e rme!

Packets in the thparallel queue are selected for service, by thieebywhen any of thehservice facility is idle.

The quantity of the fiqueue selected is represented by the expressiequiation (17). It should be noted that equation

(17) is multiplied and divided through H£,0)® to simplify the it.

N o B 0 I 20 <

= (mC)™*mCt " (Cp) mC! = (me)™

The function is further simplified by subtracti@from both the upper limit and the lower limitspectively, as

illustrated in equation (18)

(Cp)° $* (Co)™ , _(Co) 5t (%J mC)I k()[ j . - (18)

mCl! n—c=0 (mC) mC! n-c=0 mC
,0 k-c+1
Thus, from geometric series [ 36, 37, 38, 39,,40 ;' 1- (Hj 1- (m—lp)“*l (19)
Z (*] P = P = _ -1 Po
=lm 1_[3J 1-(m7p)
m

and by substituting equation (19) into equatid®)(the expression becomes

(co) 1 ( i) N

mC!  1- (m ,o) ) _ _ ) _ _ ) . (20)

Packet request longer than a single queueing specapies two or more queues. The cumulative tiansi

probability of the number of parallel queues fillegithe request is given as

K n
I Y

n=c (C)n O =1

k
The principle of stochastic normalization asstrt an =1, from this the idle probability @Pis determine as
n=0

shown in equation (22).

-1

CZ%‘(CP) +z 2 Zk: (Co) ] ] ] . ] - (22)

n=0 n! j=1 J n= ch_C*C!

Where, j=1, 2, 3, m, n=k+c

o (Co)" ; icati
By multiplying and dividing through the expressmE by (C,O) and further application of the
n C % CI

geometric series to equation (22), the idle prdiigtiiecomes
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P :E (o) . (Co) [1—;7“*1 Ji 11}1 _ _ _ _ _ _ 3

S n ol 1-p &

Where, g=n-c
The blocking probability of the parallel queueggPis illustrated as

Rl ) S

) (jc)k *jCllm Cl 1-p jn-c+l

mB
=1 )

- (24)

The expected queue length and the mean delayofithparallel buffer of PPSS scheme are given by énuat
(25 & 26) respectively [26].

P - - - - (25)

£[D]= El:QJ _ m{fﬁg,?fd*(l—{pk*(m( l(l_-p ,;)[(k_(:ﬂ)])}J o<1

The variation in queueing delay of the PPSS schisrhest described by statistical variance. Thaesgions for

- (26)

variance expectation (V[n]) and the delay variatierpectation (E[[J) are illustrated in equations (27)—(32).

E[nz]: E[n(n-c)]+cE[n]= % n(n-c)p, +cE[LQ] - - - - - (27)
vl =gln?]- ) =Eln-c] + cEln] - €Y - - - - - (28)
qokeor o L (L=p )= p)k-c+ 1o 7)), . () o o[ =2 ) - (= p)(k —c+ 1o’ ))
v | - o) oot | (- o) F e
() p . (0-0)--p)(k-c+1o )}
{Mnmld k [ @- o) ]J
KoY o p o[ L= ) == p)k-c+ o)), L () o L[ 0 ) == p)(k - c+ 2)o )}
o= e [ a-p) J wia [ G-y J (30)
o) p p o[ = p"*)- = p)(k=c+1)p")| Y
[ L
Similarly, the delay and delay variation of SP$&given in equations (31) and (32) [26]:
elp]= (oY £ p . [(= 7)== p)(k-c+1)0) : (31)
MAc ° (1- oy
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szk(cp)°pp*((1—pk‘°*l) ~p)(k-c+1p )J+C*(cp)°pp*((1-pk‘”)( p)(k-c+1)p )]_

MAd ° - pf MAd ° (-

(
(cp)°PFg,*[(1-pk‘”l) 1- p)(k c+1)p )] 2

MAd (1-

(32)

‘Q

COMPUTER SIMULATION OF THE MODEL

The mathematical models of the blocking probabi{Rs), the delay E[D], and the delay variation;{df the
PPSS in equations (24), (29), and (30) are sirdldExpressions of SPSS and the SBSS models [28) 2érlier works
of the researchers are simulated along side w#hPiRSS schemes. The Microsoft Excel 2007 compuaiekage is used
for the simulation. The parameters used for sinmdathe blocking probabilities @) of the PPSS, SPSS, and SBSS for
varying utilization from 1-9 and are (i) the numizérequests (n) = 8, (ii) queue capacity (k) Fi) the service rate (c),
and (iv) the number of parallel queues (m) = 1-fie TRs are also simulated for specified values of quength
(k) = 5- 15, and m = 1-3. The delay and the delagation of the queues are also simulated for ti@ber of parallel
gueues. Parameters for the simulation of delay] Bfil the delay variation;&gainst the number of parallel buffers, are:
C =3, m=1-31, k=5, =0.05p=04 -0.8 and £= 0.23211. For the E[D] and;[gainst utilization factorpf, the
parameters are: c=3, n=13,#0.023211} = 0.05,p=0.1 - 0.9.

SUMMARY OF RESULTS AND DISCUSSION

1.006+00
1.00E-01
1.006-02
1.006-03

100801

jes 5855, PSS & 5955

1.006-0%

and 5PS3 @ specified k

1.00€-06

& specities m

1.006-07

100808

1.00€-09

1.00€-10

Blocking probability of PPSS.

Blocking probabiity of paraliel queu

oot
1.006-12
o004

i Utilization factor (o)
——$PSS @ Pme3 ] —— 59558 Pm=7 e PPSS® kel —w-PPSS@® kel0 —a PPSS@ kuiS ——SPSS@® ka5 ——SPSS@kel0 ——SPSSE kel5

A B

1 . n 16 2 N n

4S8 8 e A ] —B— PSS ps0.0 8 msd i PSS pe0.9K med —— SP5 g9 med - $PSSpe098 me3 Number of paralle] queue
— PPSS@ps0.5 -@ PPSS @p=07 -a- PPSS@P p=0.9 —8-SPSS@ ()05 ——SPSS @ p=0.7 ——SPSS @ p0.9

C D

Figure 2: (a)-(b) Blocking Probability vs. Utilization Factor (p); (c) Blocking Probability vs. Queue Length (k);
(d) Blocking Probability vs. Parallel Queue (m)

Impact Factor (JCC): 3.2029 Index Copernicus Value (ICV): 3.0



Radio Resource Allocation: Evaluation of PPSS, SPS#id SBSS Schemes 35

Figure 2(a) illustrates the behaviour of the blogkprobabilities (Bs) of the PPSS, SPSS and SBSS against the
utilization factors of the resources at specifiedmities of parallel queues (m). Thg iRcreases with the increase in the
utilization factor. The SPSS mechanism emergeddse with the lowestfwhile SBSS emerged as the worst scheme of
all the models. The Pbs of the PPSS, SPSS and BB&&se from 2.83*18-1.0*10°, 4.73*10°-9.10*10° and 3.33*10
8.1, 19*10" respectively.

The Rs of the PPSS and the SPSS models, at specifiedegiemgth (k), are described in Figure 2(b).
Generally, the g5 increase with increase in the utilization factat. k=5, 10, 15 bytes, thezP of the PPSS are
1.00*10%-6.39*10%, 1.69*10°%2.22*10" and 2.83*10%*1.00*10° respectively. The Pof the SPSS is 6.64*10
1.40*10% 4.73*10'-1.36*10° and 4.73*103%1.36*10° at the same range of k.

A drop in B is experienced by PPSS, SPSS and SBSS modelseytrate increases in k and m, respectively.
This is illustrated in Figure 2(c)-2(d). The drapviery small in the case of SPSS, whereas it ig step with PPSS at a
specified value of the utilization factop)(in the Figures. In Figure 2 (c), the drop is frdn62*10%1.92*10% and
1.85*10%1.88*10"° for PPSS when k varies from 5-50 bits, at m=2 3ng=0. 9, respectively. The corresponding drops
are: 4.68*1(-1.50*10% 2.73*10%-8.45*10° in SPSS for the range of m apd At m=1,p=0.9 and k=5-50, PPSS, SPSS
and SBSS are equal with#0.12-4.23*1. In Figure 2(d), the £in PPSS decreases from 3.817189.46*10%, 2.99*10
25.11*10", 0.12-2.97*10, and in SPSS the drop is from 3.81*1D55*10% 2.99*10%1.55*10° 0.12-8.19*1C at
m=1-31.
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Figure 3: (a)-(b) Queueing Delay vs Utilization Fawor (p)

The delay of PPSS, SPSS and SBSS models agailimitiain factor p) for specified values of the number of
parallel queues (m) and queue lengths (k), respgtiare compared in Figure 3. The delay of thela®increases with
an increase ip. In figure 3 (b), the delay tends to converge fror0.1-0.3 and diverges whenis varied from 0.4-0.9.
The delay as illustrated in Figure 3(a) at m=3n8 @=0.1-0.9 are: 3.44*105.26*10° 1.60*10°-2.46*10" sec. for the
PPSS model; and 8.36*%@..28, 5.10*1F-077 sec. for the SPSS model, respectively. At p=1).1-0.9, the delay of the
SBSS model ranges from 2.54*43.84 secs. The queueing delay as shown in Fig{tpa k=5-15 ang =0.1-0.9 is:
1.60*10°%2.46*10%, 5.28*10'%5.25*107, 1.69*10">3.40*10"'° secs. for the PPSS model; 5.01%®77, 5.16*10-5.12,
5.16-10.4 secs. for the SPSS model, respectively.

www.iaset.us anti@iaset.us



36 Otavboruo Ericsson E,.Emechebe Jonas N, Onyishi D. U & Nzeako A. N

1.00E+03

- (==
100401 - :
1.00E-01 /

1.00E-03

oo 1.00E-05 +

0.0001

@ specified (p) sec.

0.00001 1.00E-07

0.000001 1.00E-09

Delay Variation of PPSS and SPSS

0.0000001 1.00E-11 w==~

1E-08

i) I :
100813 £ T =
1E-09 =T
1 6 1 16 21 26 31

number of parallel queues

.
1.00E-15

0.1 0.2 0.3 0.4 0.5 0.6 0.7 08 0.9
—+- PPSS@ p=04 —m PPS5@ p=0.5 —4-PPS5@ p=06 ----PPS5@ p=0.7 Utilization factor ()
<4 PPSS@ p=0.8 —=—SPSS@ p=04 ——5PSS@ p=05 —5SPSS@ p=0.6
—5PSS5@ p=0.7 ——S5SP55@ p=0.8

Delay variation of SBSS, PPSS & SPSS queues @ specified
m

——5BSS -#-PPSS@m=6 -a-PP55@ m=8 —- PPSS@ m=10—" PPSS @ m=12
——5PSS @m=6 ——5PSS5@ m=8 —SPSS@ m=10 —SPSS@ m=12

A B
Figure 4: (a) Delay Variation vs. the Quantity of Rirallel Queue (m); (b) Delay Variation vs. Utilizaton (p)

Figure 4 (a) shows that the delay variations efRi?SS and the SPSS decrease with the incredsennrber of
parallel queues at specified utilization factgrs The delay variations of the PPSS decrease stegpkreas they decease
gradually with the SPSS scheme. This implies tHRE® has a better performance than the SPS$=AL4-0.8 and
m=1-30, the expected delay variations of each &f BPSS curves decrease with the following specifiadies:
1.06-1.19*1C, 2.87-3.24*10, 6.35-7.38*1(F, 13.2-1.49*1F, and 24.1-2.76*18 secs., respectively. The decrease in the
delay variations of SPSS curves in Figure (4a) &r@6- 34.2*1F, 2.87-9.27*1F, 6.35-2.11*1F, 13.2-4.27*1d, and
24.1-7.88*10" sec., respectively. In Figure (4b), the delayatams increase with the increase in utilizatiantérs for the
PPSS, the SPSS and the SBSS schemes at specified @ number of parallel queues (m). At m = & BPSS, the
SPSS, and the SBSS, have the same delay varidti@nimplication is that their performances are taeh The delay
variations of the PPSS with parameters c=3, k=1813n R=0.23211, and m=6-12, are: 7.82%f(r.77*10,
3.3*10%°-3.28*10°, 2.84*10'%-2.82*10°, 3.82*10"-3.79*10"° secs., whereas that of SPSS are: 4.73461*10,
3.55*10%-3.47*10}, 2.84*10%2.78*10', 2.36*10-2.33*18 secs., respectively.

CONCLUSIONS

The analyses of the PPSS, SPSS and SBSS pres&#$&d3 the best scheme and SBSS as the leasngdér
blocking probability, delay and delay variation kigure 2-4. The performance of the PPSS schemieeisame as the
SPSS scheme in when n=c. Thus, when buffer pdatitin and partitioning is considered for voice @ath, the PPSS is
the most suitable mechanism to apply. In that casiee packets should be given a lower prioritysaese it is delay
sensitive. However, the data packet is insensitvgueueing delay, therefore more parallel queaeshe reserved for data
packets only. Also, a lengthy queue can be resdoredata packets.
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